
Image-text datasets share a long-
tailed class distribution

What Makes CLIP More Robust to Long-Tailed Pre-Training Data? 
A Controlled Study for Transferable Insights
Xin Wen1 Bingchen Zhao2 Yilun Chen3 Jiangmiao Pang3 Xiaojuan Qi1
1The University of Hong Kong  2University of Edinburgh   3Shanghai AI Laboratory

But CLIP is not much affected, 
especially when data scales up

We study the reason on controllable
datasets: ImageNet-Captions and LAIONet

Green dots: (Descriptive) language as supervision signal
Blue crosses: Dynamic classification (using subsampled 
vocabulary) as pretext task

Data factors (imbalance👎, diversity👍, distribution shift 👍)

Data scaling (also achievable via CLIP language pre-training)
Pre-trained knowledge help preserve intra-class variation while not harming inter-class margins

SL under extreme long-tail
(or open-world recognition)

Sub. Voc is necessary to acquire CLIP knowledge

SSL (DINO) on uncurated web data vs ImageNet

2. Study on effective factors1. Motivation 3. Applications to SL and SSL
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