
Scene-centric data are easier to collect, 
and contain more information per image.

Solving object discovery & representation learning jointly
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But effective pre-training on them requires more than 
instance discrimination. We endorse object-level 
contrastive learning.

Then, how to find the objects w/o supervision?
Hand-crafted object-proposal methods like saliency, selective-
search, k-means clustering may limit the upper bound of learned 
representations.

We propose learnable semantic grouping for 
online object discovery.

Semantic Grouping

• First learn semantic prototypes from the whole dataset, where each 
prototype can represent a semantic class (e.g., cat, dog).

• Then assign a nearest-neighbor prototype to each pixel.
• Pixels with the same pseudo-label forms a group (object).
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New SOTA on scene-centric pre-training

Eqv. Performance to ImageNet with only ⅕ data

Evaluation on unsupervised semantic segmentation

The model managed to discover visual concepts

Though it can be biased toward occupying 
classes, e.g., persons

Geometric augs are 
crucial for sem. grouping

• Rand. init. the prototypes
• Train w/ pixel-level deep clustering
• Pixels w/ same assign. form an object

Online Object discovery
• Pool obj-level rep.(slots) from each view
• Slots w/o assigned pixels are filtered out
• Contrastive learning between slots

Object-level contrastive learning

Set the number of protos 
close to real class number

Priors for objectness
• Prior 1: geometric-covariance and 

photometric-invariance
• Prior 2: small prototype number
• Prior 3: meaningful grouping.          

i.e., avoiding collapse


