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Generalized Category Discovery 
aims to recognise novel 
categories from unlabelled 
data using knowledge learned 
from labelled samples.

Overview of current works: SOTA is still semi-supervised k-means.
And we target on parametric classification.

Prior parametric SOTA 
(UNO+) suffers from 
over-fitting to seen (‘Old’) 
categories.
But why? (GOTO next col.)

1) Which feature space to build your classifier?
The post-backbone representations consistently benefit 

classification performance.

2) Decoupled or joint representation learning?
Guiding rep. learning with cls. objective can be helpful, 

only when high-quality sup. is available.

3) So what’s wrong with UNO+’s pseudo labels?
The devil is in the biased predictions.
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SOTA (⬆~10%) over all current GCD benchmarks that are 
coarse/fine-grained, balanced/long-tailed, or small/large-scale.

Entropy regularisation also enforces 
robustness to unknown class numbers, but 
over-regularisation could harm recognising 
‘New’ classes under GT class numbers.

Entropy regularisation shows notable 
benefit in alleviating the prediction biases 
between/within seen/novel classes.
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The model tends to keep the number of active 
prototypes close to the GT class number.


