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1. Semantic-Spectrum Decoupling

4. AR Generation with A 
Variable Number of Tokens 
(w/ LlamaGen)

3. Reconstruction with A Variable Number of Tokens

Competitive understanding, reconstruction, and AR generation.
Top: quantitative results on ImageNet reconstruction and autoregressive generation.

Left: linear probing; Right: reconstruction FID.

Code & 
Models

Project 
Page

GMCV Workshop

What makes this tokenizer different?
● 1D Causal Tokenization – An ordered structure where 

token importance follows a hierarchical pattern.
● PCA-Like Structure – Earlier tokens contain most 

significant information, while later tokens refine details.
● Semantic-Spectrum Decoupling – ensuring tokens 

capture high-level rather than low-level artifacts.

TiTok: both semantic 
details and spectral 
power increase 
simultaneously.

Ours:
1) Semantic clarity w/ 

few tokens.
2) Consistent 

spectrum across 
token counts.

3) Coarse-to-fine 
hierarchy, mirroring 
global precedence 
effect in human 
vision.

2. Semanticist

1) Causal ViT Encoder
2) Nested Dropout  for 

PCA-like Structure
3) Diffusion-Based DiT 

Decoder

5. Discussion
Potential Applications

● Unified understanding & generation, image compression, data 
analysis, etc.

Limitations/Future Work

● Inference Speed: Diffusion decoding is slower than direct pixel 
regression.

● Alternative Architectures: Flow-matching or consistency 
models could improve efficiency.

● Random Ordering: Compatible to random-ordered tokens could 
be useful.


