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1. How Pre-Training Data Affect 
Vision Models on Robot Tasks?

4. Experiments: SoTA on 
Manip., Nav., Det., and Seg.

Tasks: control and perception

Prev. SoTAs: DINO, iBOT, VC-1

Detailed comparisons available 
in the paper.

2. Objectness Matters
But is hard to obtain on
non-object-centric (NOC) data

Avg performance on manipulation tasks.
DINO/iBOT rival other methods a lot!

Evaluation Protocol: Behavior cloning with 
attentive probing on frozen PVMs.

Report success rate on multiple trials.
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Poor objectness on non-object-centric data.
Right:  corr. (objectness v.s. performance)

3. Object-Centric Learning on Non-Object-Centric Data

Objectness of DINO emerges 
internally, which relies on 

(Single-)OC data bias.
Our method (SlotMIM) receives explicit 

objectness  supervision externally.

1) Intuition: 
modeling 
objectness 
explicitly

2) Observation: iBOT (DINO on patches) discovers objects via prototypes 
even when trained on NOC data, despite semantically misaligned.

3) Method: DINO loss on image patches within and cross views,
and contrastive learning between (grouped) object-level features.
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Ablation Study

Scaling Curves (Ctrl. & Percept.) highlighting best (model, data)

Qualitative Results

SlotMIM 
learns 
objective-
ness 
adaptively.

Scaling Curves (ImageNet L.P.)
Better scaling on NOC data 
means 1) less dependence 
on data curation, 2) better 
scalability, and 3) better data 
efficiency.

Future investigations on 
scalability could be valuable.


